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In recent years, connected and autonomous vehicles has gain increasing attentions. The industries have been started
to test and operate their autonomous vehicles on real roads. The automation levels of the autonomous vehicles can be
divided into 6 ranges: from fully manual (Level 0) to fully autonomous (Level 5). Among them, the autonomous
vehicles in Level 3 and 4 are especially attractive. In autonomous vehicles with Level 3 and 4, a fundamental part
is the perception systems. The perception systems collect data from various sensors such as GPS, camera, radar, and
LiDAR, to understand the surrounding environments. The autonomous vehicles then make driving decisions based on
the perception results. Thus, it is essential to study the vulnerability of the perception systems.

Recent studies have found that the sensors of the perception systems can be spoofed by injecting signals and the
adopted deep neural networks (DNNs) can be fooled by adversarial attacks [6]. For example, the GPS sensor can be
spoofed to generate wrong locations by injecting special GPS signals [9, 11]. The visual perception systems such as
traffic sign perception systems, can be fooled by placing some stickers on the traffic signs [4]. In addition to GPS and
camera, radar and LiDAR are playing increasingly important role in AV’s perception systems, and their vulnerabilities
are also studied by some recent works. In [3, 2], radar is spoofed by injecting false signals to change the detection
results. The LiDAR perception systems can be attacked by both laser-based method and object-based method. In laser-
based methods [1, 7], the authors combine the spoofing attack and the adversarial attack to fool the LiDAR perception
systems. The attacker can inject some fake points in the LiDAR point cloud, and make these fake points wrongly
recognized as a vehicle by the perception system. In object-based method [10], the attacker can generate a specially-
shaped object, and place it on the rooftop of a vehicle. This object can fool the DNNs and hide the vehicle from the
LiDAR perception system.

For radar perception systems, although existing attacks can spoof the radar sensors, the adversarial impact to the
driving decisions of the autonomous vehicle is not well studied. In our recent work [8], we performed end-to-end
analysis on the vulnerability of radar detection system at driving decision level in real-world driving scenarios. We
proposed a spoofing attack method, where the attacker can inject some special signals into the radar sensor using a
radar jammer. By spoofing the radar sensors, a fake obstacle can be created at any locations, and the location of
an existing obstacle can be changed in the radar perception. The decision-level analysis shows that the autonomous
vehicles make dangerous driving decisions after the attacks, which demonstrates the potential security threats of the
proposed attacks. To mitigate the attacks, we further proposed a challenge-response authentication scheme and a RF
fingerprinting scheme to detect the spoofing signals.

We also propose to improve the security of millimeter-wave radar based perception systems in the presence of
advanced attacks against fast-chirp radars. Specifically, we proposed to use a RF mixer to introduce a frequency shift
to the RF signal, and create a false target [5]. A hybrid-chirp FMCW approach was proposed as a countermeasure. We
also demonstrated that advanced attacks can be launched using not only adaptive finite state machine based approaches
that combine inter- and intra-chirp-sequence synchronization, but also machine learning techniques to efficiently adjust
the attacker’s waveform parameters. To counter such attacks, we explore the use of unique RF fingerprint based
physical-layer authentication to identify attacks.

For LiDAR perception systems, existing attacks face many challenges when performed in practice. In laser-based
methods, shooting laser signals to a moving LiDAR precisely is not easy. And in existing object-based methods, the
adversarial objects have to be in some specific shapes and sizes, which limits the attack flexibility. To address these
challenges, in [13], we proposed a flexible attack method that can be easily performed in real driving scenarios and can
hide a vehicle from the LiDAR object detection system. In our proposed attack, the attacker can use arbitrary objects
such as drones as the adversarial objects, instead of specially-shaped objects. As shown in Figure 1, after controlling
these drones to hover at some adversarial locations around a target vehicle, the DNN of LiDAR detection model is
fooled and the target vehicle is hidden. Our experiments in physical world show that such attacks is easy to perform
and effect in fooling the detection results. To mitigate the attacks, we discussed potential defense strategies such as
sensor fusion. And based on the characteristics of adversarial locations, we also proposed a novel defense method to
mitigate the attacks.

In LiDAR perception systems, another important task is LiDAR semantic segmentation, which classifies each point
to a certain class in the LiDAR point cloud. It provides point-level information about the surrounding environments
and has many applications such as obstacle detection and road boundary extraction. Thus, the security of LiDAR
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Figure 1: An example of the proposed attack in [13].
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Figure 2: Vehicle hiding attack (first row) and
road surface changing attack (second row) in [12].

semantic segmentation has broad impacts. In [12], we proposed the first study on the vulnerability of LiDAR semantic
segmentation. In the proposed attacks, the attacker maliciously places some traffic signs and cardboard at some specific
locations. Such attacks can hide a vehicle or change the road to vegetables from the LiDAR semantic segmentation
systems, as shown in Figure 2. To mitigate the attacks, we proposed a model aggregation method, which trains multiple
models under different parameter initialization and aggregates the outputs of these models as the final outputs.

To conclude, we investigated the vulnerability of both radar and LiDAR perception systems. We proposed spoofing
attacks against radar perception system that can create fake obstacles and change the obstacles’ locations. We proposed
to use arbitrary objects to hide an existing vehicle from the LiDAR object detection systems. And we proposed the
attacks against LiDAR semantic segmentation systems by using traffic signs and cardboard. We investigated potential
defense strategies to mitigate these attacks.
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