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ABSTRACT
Multi-sensor fusion has been widely used by autonomous
vehicles (AVs) to integrate the perception results from differ-
ent sensing modalities including LiDAR, camera and radar.
Despite the rapid development of multi-sensor fusion sys-
tems in autonomous driving, their vulnerability to malicious
attacks have not been well studied. Although some prior
works have studied the attacks against the perception sys-
tems of AVs, they only consider a single sensing modality
or a camera-LiDAR fusion system, which can not attack the
sensor fusion system based on LiDAR, camera, and radar. To
fill this research gap, in this paper, we present the first study
on the vulnerability of multi-sensor fusion systems that em-
ploy LiDAR, camera, and radar. Specifically, we propose a
novel attack method that can simultaneously attack all three
types of sensing modalities using a single type of adversar-
ial object. The adversarial object can be easily fabricated at
low cost, and the proposed attack can be easily performed
with high stealthiness and flexibility in practice. Extensive
experiments based on a real-world AV testbed show that the
proposed attack can continuously hide a target vehicle from
the perception system of a victim AV using only two small
adversarial objects.

CCS CONCEPTS
• Security and privacy→ Domain-specific security and
privacy architectures; • Computer systems organiza-
tion→ Embedded and cyber-physical systems.
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1 INTRODUCTION
Recent years have witnessed the proliferation of autonomous
vehicles (AVs). One of the most fundamental functions of
AVs is perception, which aims to understand surrounding
driving environment using the equipped sensors. The percep-
tion systems in existing AVs typically employ sensor fusion,
which integrates the perception results from different sens-
ing modalities including LiDAR, camera and radar. Despite
the rapid development of sensor fusion based perception
systems, their vulnerability to malicious attacks have not
been well studied.
Thus far, some studies have proposed to individually at-

tack camera, LiDAR, and radar perception in AVs. For cam-
era perception, the attacker can use some stickers [64] or
paintings [77] to change the input image pixel values to
fool the camera perception models. For LiDAR perception, a
recent study [87] proposed to place some arbitrary objects
(e.g., drones) at some specific locations to manipulate the
LiDAR point cloud and fool the LiDAR perception models.
For radar perception, some attack methods [15, 35, 47, 66]
are proposed to actively transmit radar signals into the vic-
tim radar using some special devices. However, none of the
above methods can attack all three sensor types simultane-
ously, which limits their effectiveness on the autonomous
vehicles employing multi-sensor fusion systems. A straight-
forward attack against multi-sensor fusion systems is to
simultaneously launch existing attacks on the camera, Li-
DAR, and radar sensors. However, this solution is not only
practically challenging, but also inefficient in terms of both
cost and stealthiness. For example, to simultaneously launch
the existing camera attack [64], LiDAR attack [87] and radar
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attack [47], the attacker needs to put some stickers on the
target vehicle, and at the same time, control multiple drones
to hover around some specific locations, as well as employ
some special devices to transmit radar signals to the victim
AV. Such a naively combined attack would suffer from not
only significant attack effort and cost but also high risk of
detection. More seriously, the window for targeting each
sensing modality is limited, so finding the perfect oppor-
tunity to launch simultaneous attacks on all three sensors
and synchronizing attack activities for long enough time to
compromise the fusion system is almost mission impossible.
To fill this research gap, in this paper, we aim to inves-

tigate the possibility of using a single type of compositive
adversarial objects to attack all three sensors through passive
reflection. Developing such type of object, however, is not
easy. It is possible to combine the existing attacks on cam-
era [64] and LiDAR [87] by placing some objects with special
color patterns around some specific locations in the driving
environment. However, existing attacks on radar perception,
which rely on special devices to actively transmit signals, can
not be incorporated with the above attacks on camera and
LiDAR, since such active attacks suffer from various practical
challenges. For example, they require sub-nanosecond-level
synchronization between the attacker’s transmitter and the
victim radar [15, 35], or require the transmitter to be placed
at a fixed angle/distance to the victim radar [47, 66]. So in
their experiments, the attacker has to synchronize his trans-
mitter and the victim radar by connecting them using a wired
link, or keep the radar and the transmitter stationary dur-
ing the attack. Obviously, these active attacks on radar lack
practicality and flexibility and thus can not be incorporated
with the attacks on camera and LiDAR.

To address above challenges, we design a new attack
method on radar perception by leveraging the character-
istics of mmWave reflection on a smooth metal surface. By
placing a smooth metal surface between the radar and a
target vehicle with a specific orientation, the transmitted
mmWave signals can be deflected from radar receiver, lead-
ing to a reduction in the energy of echo signals from the
vehicle. When the energy becomes lowered than a thresh-
old, the target vehicle will be hidden from radar perception.
Following this idea, we design a compositive adversarial ob-
ject by integrating the proposed radar attack with existing
attacks on camera and LiDAR. As shown in Figure 1, the
adversarial object is a piece of cardboard attached by a color
patch and a metal foil. As discussed, the metal surface on
the object can attack radar perception. Its color patch can
manipulate the input image pixel values to attack camera
perception. The object can reflect lasers to attack LiDAR per-
ception. By choosing appropriate number, size, color pattern
of the objects and placing them at specific locations with
specific orientations, the attacker can simultaneously attack

Figure 1: An attack example.

all three types of sensors, so that the final perception results
of the sensor fusion systems are changed.

To launch the attack, the attacker can employ various ob-
ject carriers such as drones or car advertisements. Figure 1
shows an example of using drones to launch the proposed
attack. The victim AV drives on a road with a vehicle in front
of it. The attacker aims to hide the front vehicle (referred to
as target vehicle) from the sensor fusion based perception
system of the victim AV. The attacker first generates the
adversarial objects and their locations and orientations in an
offline manner before the attack. To launch the attack, the
attacker uses drones to carry the derived objects and makes
them hover at some specific locations with specific orien-
tations. This type of attack may cause collisions between
the victim AV and the target vehicle. Since the objects do
not require special materials or 3D printing techniques, they
can be easily fabricated at low cost. Launching the attack is
easy in practice, since the attacker only need to control the
locations and orientations of the drones. In addition, since
the drones only hover for a few seconds during the attack
and can fly away from the victim AV immediately after the
attack, the attack can be performed with high stealthiness
and flexibility.
To achieve the attack goal using these objects, we need

to maximize the attack effectiveness on hiding the target
vehicle from the sensor fusion system after placing these ob-
jects in the driving environment. Intuitively, more and larger
objects would benefit the attack in terms of its effectiveness.
However, to reduce the attack cost and improve its stealth-
iness, we need to minimize the objects number and sizes.
To achieve a trade-off between these conflicting goals, we
characterize the objects with some parameters including the
number, sizes, color pattern, orientations and locations of the
objects, and formulate an optimization problem to optimize
these parameters by considering both attack effectiveness
as well as cost and stealthiness. However, directly solving
this problem through gradient descent is challenging due to
the non-differentiable objective function and constraints. To
address these challenges, we propose an attack framework

437



Malicious Attacks against Multi-Sensor Fusion in Autonomous Driving ACM MobiCom ’24, September 30-October 4, 2024, Washington D.C., DC, USA

which solves the optimization problem into two steps based
on a series of novel heuristics.
We evaluate the proposed attack on both real-world au-

tonomous vehicle testbed and simulators. Our experimental
results show that the attacker can continuously attack the
sensor fusion systems by using only two small objects. Our
evaluations on Baidu Apollo demonstrate that the attack can
cause potential collisions of the victim AV.

In addition, we propose a vulnerability analysis framework
that can estimate how important role a sensor play in the
fusion system. The proposed framework can not only identify
vulnerable fusion systems that rely on a subset (or only one)
of sensors but also provide guidance for designing more
robust sensor fusion systems.

In summary, this paper has the following contributions:

• We propose the first study on the vulnerability of AV’s
multi-sensor fusion systems that employ LiDAR, cam-
era, and radar. A novel compositive adversarial object
is proposed to simultaneously attack all three sensors.

• We propose a novel passive-reflection-based attack on
radar perception by leveraging the characteristics of
mmWave reflection on a metal surface, which can be
integrated with existing attacks on camera and LiDAR.

• We propose a vulnerability analysis framework that
can not only identify vulnerable fusion systems that
rely on a subset (or only one) of sensors but also pro-
vide guidance for the design of robust sensor fusion
systems.

2 PRELIMINARIES
Single sensor perception. State-of-the-art perception sys-
tems of autonomous vehicles are equipped with LiDAR, cam-
era, and radar. Cameras provide images which can be directly
processed by deep neural networks (DNN) to generate bound-
ing boxes of the detected objects [56]. LiDARs generate 3D
point cloud that contains the 3D coordinates of the reflected
points through laser scanning. In existing LiDAR perception,
the point cloud is first divided into voxels/pillars [37, 45]. A
feature map is then generated based on the features on each
voxel/pillar, and DNNs are used to process the feature map.

Compared with camera and LiDAR, radar is more robust
to severe weather and lighting conditions [26, 27, 51, 57, 61,
63]. In AVs, radars are often operated in millimeter Wave
(mmWave) band, and they transmit the Frequency Modu-
lated Continuous Wave (FMCW) signal, which is a kind of
continuous wave whose frequency increases uniformly with
time. Fast Fourier Transform (FFT) is used to process the
obtained intermediate frequency (IF) signals. After applying
FFT on the IF signals along the time domain, the output is
𝑓 (𝑑) ≈ 𝐴𝑟𝛿 (𝑑−𝑑∗), where 𝛿 () is the Dirac delta function and
𝐴𝑟 is determined by the energy of the received signal [50].

Figure 2: Pipeline of sensor fusion.

Thus, the detected object can be obtained by finding the
peak in 𝑓 (𝑑), and the peak value is determined by the en-
ergy of the echo signal from the object. Due to the noise,
the detection results may contain many false positives. To
eliminate those false positives, the peak whose values of 𝑓 ()
is smaller than a threshold will be removed. The threshold
can not be too large otherwise the object would be hard to
be detected, and it can not be too small otherwise it would
cause too many false alarms. Thus, the threshold is often
calculated by estimating the background noise power based
on the Constant False Alarm Rate (CFAR) detection [60].

Sensor fusion based perception. Sensor fusion has been
proved to be able to improve the perception accuracy and re-
liability in many applications [19, 22, 38, 40, 55, 55, 58, 59, 67–
69, 80, 80], and has been widely adopted in the task of ob-
ject detection in AVs [10, 41, 52–54]. Existing sensor fusion
systems in AV for object detection can be categorized as
decision-level, feature-level, and cascaded fusion. The gen-
eral pipelines of these types of fusion systems in AV are
shown in Figure 2. For decision-level fusion, the data from
each sensor are processed by individual perception models
to generate the perception results, i.e., detected objects. A
fusion model is then used to aggregate the detected objects
from each perception model and generate the final detec-
tion results. For feature-level fusion, the perception model
of each sensor generates features instead of detected objects.
For camera and LiDAR, the features are intermediate features
learned by DNNs. For radar, the features are generated by
projecting the detected objects (points) into BEV or image
plane [49, 79]. The fusion model fuses the features and gener-
ate the final detection results using DNNs [34, 43, 49, 79]. For
cascaded fusion, the data of one sensor is first processed by
its perception model to generate the detected objects [46, 74],
based onwhich Regions of Interest (ROI) are generated. Then,
the perception models of other sensors process the sensory
data and extract the features within the ROI. The DNNs in
the fusion model process the features and generate the fused
detection results. In existing perception models, the detected
objects are filtered in the post-processing step by removing
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the output objects whose detection confidences are smaller
than a threshold.

3 ATTACK GOAL AND THREAT MODEL
Attack goal. This paper focuses on the scenario where the
AV is equipped with a multi-sensor fusion system as its ob-
ject detection system. Specifically, we assume that the victim
AV drives on a road and there is a vehicle (the target vehicle)
in front of it . The goal of the attack is to continuously hide
the target vehicle from the multi-sensor fusion system, i.e.,
make the victim AV not able to detect the target vehicle in its
collected sensory data frames as it drives towards the target
vehicle. The attacker can select the target scenes (roads) to
launch the attack. The target vehicle could be any random ve-
hicle on the road or one owned by the attacker. For example,
the attacker can intentionally park a car on a selected road
and launch the attack to let the victim AV collides with it. The
attacker may have many types of motivations to launch this
attack, such as causing traffic accidents for insurance frauds,
unfair competition between autonomous driving companies,
or hurting the drivers and passengers in the victim AV or
the target vehicle.
Threat model.We consider a practical and challenging

setting where the attacker can not obtain the original sensory
data collected by the victim AV. But he can obtain surrogate
sensory data on the selected scene by using simulators or col-
lecting them through the samemodels of sensors. Besides, we
consider a white-box setting and assume that the attacker has
the full knowledge of the victim sensor fusion system, which
is widely adopted in existing attack methods [14, 70, 77].
This assumption is reasonable because some autonomous
driving companies launch open-source autonomous driving
platforms [2, 3]. The attacker can also purchase the same
model of AV as the victim AV and obtain such information
through reverse engineering. In addition, we assume the at-
tacker can intentionally select a specific scenario such as a
particular road segment, background environment, weather
as well as target vehicle. As long as the attack succeeds in
one selected scenario within a short time period, the attack
goal can be achieved (e.g., causing traffic accidents to raise
safety concerns to a specific model of autonomous vehicles,
in order to defame the autonomous driving company for
unfair competition).

4 ATTACK DESIGN
While some methods have been developed to individually
attack camera, LiDAR, and radar sensors, none of them can
attack all three sensor types simultaneously to attack multi-
sensor fusion systems in AVs. A straightforward solution
is to simultaneously launch existing attacks on the camera,
LiDAR, and radar. However, such a naively combined attack

would suffer from not only significant attack effort and cost
but also high risk of detection. More seriously, finding the
perfect opportunity to launch simultaneous attacks and syn-
chronizing attack activities for long enough time is almost
mission impossible.

In this paper, we aim to investigate the possibility of using
a single type of compositive adversarial objects to attack
all three sensors through passive reflection, which can re-
duce the attack cost and effort as well as improve the attack
stealthiness. Developing such type of object is not easy. It
is possible to combine the attacks on camera [64] and Li-
DAR [87] by placing some objects with special color patterns
around some specific locations in the environment. However,
existing attacks on radar, which use some special devices
to actively transmit signals, can not be incorporated with
the above attacks. This is because they suffer from various
practical challenges, such as requiring sub-nanosecond-level
synchronization between the attacker’s devices and the vic-
tim radar [15, 35], or requiring the devices to be placed at a
fixed angle/distance to the victim radar [47, 66]. So in their
experiments, the attacker needs to connect their devices to
the victim radar using a wired link, or keep the radar and
the devices stationary.

To address this challenge, we leverage the characteristics
of mmWave reflection on metal surfaces: (1) metal surfaces
are strong reflectors and the mmWave signals can barely pen-
etrate them; (2) the reflection on a smooth metal surface is
almost specular. If we place a metal surface between the
radar and the target vehicle, and change the orientation of
the surface, the energy of the echo signals from the vehicle
can be reduced and thus affect the radar perception results.
As shown in Figure 3, without the metal surface, the trans-
mitted signals are reflected by the vehicle and then received
by the radar, which makes the radar detect the vehicle. After
placing the metal surface between the radar and the vehicle
at some specific locations, part of the transmitted signals are
blocked by the surface since the mmWave signals can not
penetrate it. And by adjusting the orientation of the metal
surface, the signals blocked by the surface are reflected away,
so that the energy of signals received by the radar are re-
duced. According to Section 2, the small energy of the echo
signals result in a small peak value in 𝑓 (𝑑). By adjusting the
location, size, and orientation of the surface, the attack can
make the peak value smaller than the CFAR threshold to
cause a missing radar detection of the vehicle. Please note
that completely blocking the whole vehicle is not neces-
sary for attacking radar perception. As long as the reflected
signal strength of the vehicle is smaller than the detection
threshold, the vehicle can be hidden. Moreover, the detection
threshold cannot be too small. This is because the real-world
driving environments are not empty spaces, and there could
be noise reflections generated by the surrounding objects
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Figure 3: Attack radar using a metal surface.

such as trees, buildings, and lamp posts. Using smaller detec-
tion thresholds would result in many false alarms, causing
vehicle freezing or frequent braking behaviors.

Adversarial object design.We combine the above attack
vectors and design a new type of compositive adversarial ob-
jects. As shown in Figure 1, the adversarial object is a piece
of cardboard covered by a metal foil and a color patch. As
discussed above, the metal foil on the object can be used to
attack radar perception. In addition, the adversarial object
can reflect laser signals to create some malicious point clus-
ters or block existing points, which can change the input
LiDAR point cloud and fool the DNNs in LiDAR perception
model. Furthermore, the specially designed color patch on
the object can change the pixel values of camera images to
fool the DNNs in camera perception models. By strategically
designing the sizes, orientations, and color pattern of the
objects, and placing appropriate number of these objects in
some specific physical locations, the attacker may simultane-
ously attack all three types of sensors, and change the final
perception results of the multi-sensor fusion system.
Attack pipeline. To achieve the attack goal using the

proposed adversarial object, the attack pipeline works as fol-
lows: Before the attack, the attacker first selects a target scene
where he intends to launch the attack, and then simulates
various possible driving conditions (e.g., relative positions of
the victim AV and target vehicles as the AV drives towards
the target) in the selected scene. To hide the target vehicle
from the multi-sensor fusion system, the attacker generate
a specific number of adversarial objects with specific sizes,
color pattern, locations and orientations in an offline manner
based on the selected scene and simulated driving conditions.
To launch the attack, the attacker can use drones to carry the
derived objects, and make them hover around the derived
locations with the derived orientations in the selected scene.

5 ATTACK METHODOLOGY
To achieve the attack goal, we need to maximize the attack
effectiveness on hiding the target vehicle from the sensor
fusion system after placing these objects in the driving envi-
ronment. Intuitively, more and larger objects would benefit
the attack in terms of its effectiveness. However, to reduce

the attack cost and improve its stealthiness, we need to min-
imize the objects number and sizes. To achieve a trade-off
between these conflicting goals, we characterize the objects
with some parameters including the number, sizes, color
pattern, orientations and locations of the objects, and formu-
late an optimization problem to optimize these parameters
by considering both attack effectiveness as well as cost and
stealthiness.

5.1 Problem Formulation
We use 𝑃𝑠 = {𝑃𝑠,𝑛 |𝑛 = 1, 2, ..., 𝑁 } to denote the sizes of
the objects, where 𝑃𝑠,𝑛 = {𝑤𝑠,𝑛, ℎ𝑠,𝑛} denotes the width𝑤𝑠,𝑛
and height ℎ𝑠,𝑛 of the 𝑛-th adversarial object. We use 𝑃𝑙 =
{𝑃𝑙,𝑛 |𝑛 = 1, 2, ..., 𝑁 } to denote the locations of the adversarial
objects. 𝑃𝑙,𝑛 = {𝑥𝑛, 𝑦𝑛, 𝑧𝑛} denotes the xyz-coordinates of the
𝑛-th object. The orientations of the adversarial objects are
denoted as 𝑃𝑜 = {𝑃𝑜,𝑛 |𝑛 = 1, 2, ..., 𝑁 }, where 𝑃𝑜,𝑛 is the yaw
angle (𝜃 in Figure 3) of the 𝑛-th object. The color pattern
of the adversarial objects are denoted as 𝑃𝑐 = {𝑃𝑐,𝑛 |𝑛 =

1, 2, ..., 𝑁 }, where 𝑃𝑐,𝑛 is the set that contains the RGB values
of the cover (patch) on the𝑛-th object. Thenwe formulate the
problem of deriving the adversarial objects as the following
optimization problem:

min
𝑁,𝑃

𝑀 (𝑋𝑐𝑎𝑚𝑒𝑟𝑎, 𝑋𝑙𝑖𝑑𝑎𝑟 , 𝑋𝑟𝑎𝑑𝑎𝑟 ) + 𝛼𝑁 + 𝛽𝐿𝑎𝑟𝑒𝑎

s.t. 𝑋𝑐𝑎𝑚𝑒𝑟𝑎 = 𝑇𝑐𝑎𝑚𝑒𝑟𝑎 (𝑁, 𝑃𝑠 , 𝑃𝑙 , 𝑃𝑜 , 𝑃𝑐 ),
𝑋𝑙𝑖𝑑𝑎𝑟 = 𝑇𝑙𝑖𝑑𝑎𝑟 (𝑁, 𝑃𝑠 , 𝑃𝑙 , 𝑃𝑜 ),
𝑋𝑟𝑎𝑑𝑎𝑟 = 𝑇𝑟𝑎𝑑𝑎𝑟 (𝑁, 𝑃𝑠 , 𝑃𝑙 , 𝑃𝑜 ),

(1)

where 𝑃 = {𝑃𝑠 , 𝑃𝑙 , 𝑃𝑜 , 𝑃𝑐 } and𝑀 (𝑋𝑐𝑎𝑚𝑒𝑟𝑎, 𝑋𝑙𝑖𝑑𝑎𝑟 , 𝑋𝑟𝑎𝑑𝑎𝑟 ) rep-
resents the attack utility, which is modeled as the output
detection confidence of the sensor fusion model 𝑀 for the
target vehicle given the input image 𝑋𝑐𝑎𝑚𝑒𝑟𝑎 , LiDAR point
cloud𝑋𝑙𝑖𝑑𝑎𝑟 , and mmWave signals𝑋𝑟𝑎𝑑𝑎𝑟 .𝑇𝑐𝑎𝑚𝑒𝑟𝑎 ,𝑇𝑙𝑖𝑑𝑎𝑟 , and
𝑇𝑟𝑎𝑑𝑎𝑟 are the functions that model the camera’s image data,
LiDAR point cloud, and radar signals, respectively, given the
parameters of the adversarial objects, i.e., {𝑁, 𝑃𝑠 , 𝑃𝑙 , 𝑃𝑜 , 𝑃𝑐 }.
𝐿𝑎𝑟𝑒𝑎 is the total area of the 𝑁 adversarial objects. 𝛼 and
𝛽 are used to adjust the trade-off between the three terms
in the objective function, which considers both the attack
effectiveness and attack stealthiness.

To approximate 𝑇𝑐𝑎𝑚𝑒𝑟𝑎 () and 𝑇𝑙𝑖𝑑𝑎𝑟 (), we use the render-
ing function proposed in [33] and the ray-casting method
in [1] to obtain the image pixel values and point clusters gen-
erated by the adversarial objects, respectively. These image
pixel values and point clusters are injected into the surrogate
camera images and LiDAR point cloud without the attacks,
which can be collected by the attacker in the selected scenes
or can be obtained through simulations [21]. For𝑇𝑟𝑎𝑑𝑎𝑟 (), we
adopt the signal simulation method in [78]. It divides the sur-
faces of an object into many small triangles. The mmWave
signals reflected from each small triangle are modeled using
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the method in [36]. The final received IF signals can be ob-
tained by summing up the mmWave signals reflected from
each triangle. The mesh of the target object can be obtained
through open-sourced 3D mesh library, mesh generation
models [31, 76, 83], or manual modeling.
To better illustrate the attack framework, here we first

consider the decision-level sensor fusion system, since it is
the same type of fusion used in existing autonomous driv-
ing platforms such as Autoware [2] and Baidu Apollo [3]. In
Section 5.5, we will discuss how to extend our proposed
framework to other types of fusion systems, includ-
ing feature-level and cascaded fusion. In decision-level
fusion, the algorithm of fusing different detection results is
not directly differentiable. Thus, we decompose the fusion
function 𝑀 (𝑋𝑐𝑎𝑚𝑒𝑟𝑎, 𝑋𝑙𝑖𝑑𝑎𝑟 , 𝑋𝑟𝑎𝑑𝑎𝑟 ) and propose to simulta-
neously minimize the detection confidences outputted by the
camera, LiDAR and radar perception models, i.e., minimiz-
ing𝑀𝑐𝑎𝑚𝑒𝑟𝑎 (𝑋𝑐𝑎𝑚𝑒𝑟𝑎) +𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) +𝑀𝑟𝑎𝑑𝑎𝑟 (𝑋𝑟𝑎𝑑𝑎𝑟 ). The
intuition is that, according to Figure 2, if the object does not
appear in the detection results of any individual perception
models, it will obviously not appear in the outputs of the
fusion model. For radar perception, its detection confidence
can be measured by the difference between the CFAR thresh-
old 𝑓𝑡 and the value of the FFT output 𝑓 () at the object’s
groundtruth location 𝑑∗, i.e., 𝑓 (𝑑∗) − 𝑓𝑡 . We then normalize
it using the function 1

1 + 𝑒𝑥𝑝 (𝑓𝑡 − 𝑓 (𝑑∗))
.

Solving the above optimization problem is challenging.
The constraints in Eq (1) are non-differentiable since 𝑁 is dis-
crete. The objective function is also non-differentiable, since
the point cloud pre-processing step (dividing point cloud into
voxels or pillars) in𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) is non-differentiable [37].
The non-differentiable constraints and objective function
make it difficult to directly solve this problem using gradient
based methods.

Solution overview. To address the above challenges and
solve the optimization problem, we propose an attack frame-
work involving a series of novel heuristics, based on our
studies on the characteristics of the above attack param-
eters. In our proposed attack framework, we decompose
the optimization problem to first determine the object lo-
cations 𝑃𝑙 and then update the other parameters. The in-
tuition behind the idea is that, according to our inves-
tigations on the impact of attack parameters, which
are detailed in Section 5.2, the LiDAR perception model
𝑀𝑙𝑖𝑑𝑎𝑟 is mainly affected by 𝑃𝑙 and is barely affected by other
parameters. Thus, if we can determine the values of 𝑃𝑙 to
minimize𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) in the first step of the optimization
framework, we can remove the non-differentiable function
𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) when updating other parameters. Besides Li-
DAR perception𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ), we have to consider camera
and radar perception when determining 𝑃𝑙 . For camera and

radar perception models, we find that there are some loca-
tion sets (some values of 𝑃𝑙 ), where manipulating the sizes 𝑃𝑠 ,
orientations 𝑃𝑜 and color pattern 𝑃𝑐 of the objects can have a
high probability of affecting the camera and radar perception
results. These location sets are referred to as vulnerable lo-
cation sets. In contrast, the objects at other locations always
have little impact on the perception results no matter how
we change their values of 𝑃𝑠 , 𝑃𝑜 and 𝑃𝑐 . Thus, if we can find
the vulnerable location set in the first step, it would be easier
to minimize𝑀𝑟𝑎𝑑𝑎𝑟 (𝑋𝑟𝑎𝑑𝑎𝑟 ) +𝑀𝑐𝑎𝑚𝑒𝑟𝑎 (𝑋𝑐𝑎𝑚𝑒𝑟𝑎) when updat-
ing 𝑃𝑠 , 𝑃𝑜 and 𝑃𝑐 in the following steps. Based on the above
observations, we aim to find the optimal location for each
adversarial object 𝑃∗

𝑙
in the first step of our solution that

not only minimizes 𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) but also belongs to the
vulnerable location sets (having a high probability of affect-
ing camera and radar perception results after changing 𝑃𝑠 ,
𝑃𝑜 and 𝑃𝑐 ). This step is referred to as Location Probing. De-
tails on how to find 𝑃∗

𝑙
will be discussed in Section 5.3.

After the location probing step, in Section 5.4, we pro-
pose to alternatively update the remaining parameters
{𝑃𝑜 , 𝑃𝑐 , 𝑁 , 𝑃𝑠 }, until some convergence criterion is sat-
isfied. Specifically, we first fix {𝑁, 𝑃𝑠 } and update {𝑃𝑐 , 𝑃𝑜 }.
Since𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) can be removed according to the above
discussion and 𝑁 is fixed, both the objective function and
constraints are differentiable. Thus, gradient descent algo-
rithm can be used to update {𝑃𝑐 , 𝑃𝑜 }. When updating {𝑁, 𝑃𝑠 }
and fixing {𝑃𝑜 , 𝑃𝑐 }, we propose to remove the redundant ob-
jects or parts of the objects that have little contribution to the
success of the attack. This can reduce the value of𝛼𝑁 +𝛽𝐿𝑎𝑟𝑒𝑎
without hurting the perception results significantly.

5.2 Characteristics of Attack Parameters
In this section, we study the characteristics of different attack
parameters, i.e., the impact of different attack parameters on
different sensing modalities.
We select YOLO-v3 [56] as the camera perception model

and PointPillars [37] as the LiDAR perception model, which
are state-of-the-art models used in Autoware [2] and Baidu
Apollo [3]. The radar perception model is the same as that
in Section 2, which is commonly adopted by existing AVs.
To evaluate the impact of object locations 𝑃𝑙 , we propose to
study the changes of detection confidences after manipulat-
ing the value of 𝑃𝑙 while fixing the values of other parameters.
Specifically, given a set of {𝑁, 𝑃𝑠 , 𝑃𝑜 }, we randomly change
the object locations 𝑃𝑙 multiple times and optimize the color
pattern of the objects to minimize the detection confidence
of camera perception model. For each sensing modality (cam-
era, LiDAR and radar), we record the difference between the
maximum and minimum values of the detection confidence
under different values of 𝑃𝑙 , referred to as 𝐼𝑐𝑎𝑚𝑒𝑟𝑎 , 𝐼𝑙𝑖𝑑𝑎𝑟 , and
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𝐼𝑟𝑎𝑑𝑎𝑟 , respectively. {𝐼𝑐𝑎𝑚𝑒𝑟𝑎, 𝐼𝑙𝑖𝑑𝑎𝑟 , 𝐼𝑟𝑎𝑑𝑎𝑟 } can be used tomea-
sure how much impact changing the object locations 𝑃𝑙 can
cause to the outputs of camera, LiDAR and radar perception,
respectively. To obtain more reliable measurement, we select
100 scenes from the KITTI dataset, and repeat the above
procedure multiple times with random values of {𝑁, 𝑃𝑠 , 𝑃𝑜 }.
The object number 𝑁 ranges between 1 and 4. The object
size 𝑃𝑠 ranges between 0.3𝑚 and 1.0𝑚. The object orientation
𝑃𝑜 ranges between 0 and 𝜋/2. After multiple runs, we cal-
culate the average values of {𝐼𝑐𝑎𝑚𝑒𝑟𝑎, 𝐼𝑙𝑖𝑑𝑎𝑟 , 𝐼𝑟𝑎𝑑𝑎𝑟 } for each
sensing modality, referred to as {𝐼𝑐𝑎𝑚𝑒𝑟𝑎, 𝐼𝑙𝑖𝑑𝑎𝑟 , 𝐼𝑟𝑎𝑑𝑎𝑟 }. We
also use similar methods to evaluate the impact of object
size 𝑃𝑠 , and orientation 𝑃𝑜 . Table 1 summarizes the impact
({𝐼𝑐𝑎𝑚𝑒𝑟𝑎, 𝐼𝑙𝑖𝑑𝑎𝑟 , 𝐼𝑟𝑎𝑑𝑎𝑟 }) of different parameters on the three
sensing modalities. We do not calculate 𝐼𝑐𝑎𝑚𝑒𝑟𝑎 for color pat-
tern 𝑃𝑐 since it has been proved to have large impact on
camera perception [77] and have no effect on the LiDAR
point cloud and radar signals.

Table 1: Impact of different attack parameters
Parameters Location 𝑃𝑙 Size 𝑃𝑠 Orientation 𝑃𝑜 Color pattern 𝑃𝑐
LiDAR High (0.81) Low (0.22) Low (0.15) None
Camera High (0.94) Mid (0.48) Low (0.12) High
Radar High (0.93) Low (0.29) High (0.65) None

From Table 1, we can see that object locations 𝑃𝑙 have
large impact on the detection confidences for all the sensing
modalities. The LiDAR perception is mainly affected by 𝑃𝑙 ,
and it is barely affected by other parameters. This is because
existing LiDAR perceptionmodels learn the features based on
the locations of LiDAR points. Changing the size/orientation
of an object has much smaller effect on the locations of
its LiDAR points, compared with changing the location of
that object. For radar and camera perception, besides 𝑃𝑙 ,
the orientations 𝑃𝑜 and the color pattern 𝑃𝑐 also have large
impact on the outputs, respectively. In addition, for some
sets of locations 𝑃𝑙 , it is highly possible to change the outputs
of camera and radar perception by manipulating the values
of object size 𝑃𝑠 , orientation 𝑃𝑜 , and color pattern 𝑃𝑐 . In
contrast, for other values of 𝑃𝑙 , the perception results can
not be significantly affected no matter how we change the
values of 𝑃𝑠 , 𝑃𝑜 and 𝑃𝑐 .

5.3 Location Probing
Based on the investigation in the previous section, we aims
to find the object locations 𝑃∗

𝑙
that belong to the vulnerable

location sets and can minimize𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ). To help find
vulnerable location sets, for both camera and radar percep-
tion, we define the adversarial score on a given location to
measure how likely an object at this location can cause signif-
icant impact on the outputs of camera and radar perception
models, after manipulating the object sizes, orientations and
color patterns.

Figure 4: Radar energy heatmap.
Adversarial scores. As discussed in Section 4, the radar

perception can be attacked because the radar echo signals
are blocked by the metal surface. Thus, to calculate adversar-
ial scores of a given location for radar perception, we first
generate the radar heatmap through the simulation method
in [78], by calculating the energy of the echo signals from
different parts of a vehicle. Figure 4 shows an example of
radar energy heatmap, where red color indicates high en-
ergy of echo signals from this part. We can see that different
parts of the target vehicle generate different energy levels of
signals due to their different geometric shape and materials.
And some parts of the vehicle significantly contribute to
the total received energy. Blocking these areas can signifi-
cantly reduce the received energy of radar signals, making
the radar perception model fail to detect the target vehicle.
Given this intuition, we define the adversarial score 𝑆𝑟 (𝑙) of
a given location 𝑙 as the summation of pixel values around
this location in the heatmap, i.e., 𝑆𝑟 (𝑙) =

∑
𝑘∈𝐾 𝐻 (𝑘), where

𝐻 (𝑘) is the value of pixel 𝑘 in the heatmap and𝐾 is the set of
pixels that are within a predefined range around location 𝑙 ,
as shown in Figure 4. Larger value of 𝑆𝑟 means the object at
this location can block larger energy of echo signals, thus has
larger potential to affect radar perception results. For camera
perception, the gradient of a pixel can be used to measure the
potential impact of changing this pixel value on the model’s
output. According to [9], larger gradient of a pixel means
changing its value can have larger impact on the camera
perception results. Thus, we define adversarial score 𝑆𝑐 (𝑙) of
a given location 𝑙 for camera perception as the summation of
gradients of the pixels within a predefined range around this
location in image plane, i.e., 𝑆𝑐 (𝑙) =

∑
𝑘∈𝐾 |𝐺 (𝑘) |, where 𝐾

is the set of pixels that are within a predefined range around
location 𝑙 in the input image and𝐺 (𝑘) is the gradient of pixel
𝑘 .

Location update. Based on the above definitions, larger
adversarial scores 𝑆𝑐 and 𝑆𝑟 of each object location in 𝑃𝑙
means 𝑃𝑙 is more likely to belong to vulnerable location sets.
Thus, to find the optimal object locations 𝑃∗

𝑙
, we update 𝑃𝑙

to simultaneously minimize the output confidence of LiDAR
perception model𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ), and maximize the summa-
tion of adversarial scores 𝑆𝑐 and 𝑆𝑟 of each location 𝑃𝑙,𝑛 :

min
𝑃𝑙

𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) − 𝜂𝑐
∑︁

𝑃𝑙,𝑛∈𝑃𝑙
𝑆𝑐 (𝑃𝑙,𝑛) − 𝜂𝑟

∑︁
𝑃𝑙,𝑛∈𝑃𝑙

𝑆𝑟 (𝑃𝑙,𝑛)

s.t. 𝑋𝑙𝑖𝑑𝑎𝑟 = 𝑇𝑙𝑖𝑑𝑎𝑟 (𝑁 0, 𝑃0
𝑠 , 𝑃𝑙 , 𝑃

0
𝑜 ),

(2)
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where 𝜂𝑐 and 𝜂𝑟 are used to balance the later two terms.
The larger value of and {𝑁 0, 𝑃0

𝑠 , 𝑃
0
𝑜 } are the initial values

of the objects number, sizes and orientations, respectively.
Evolutionary algorithm is used to solve this problem.

5.4 Parameters Updating
After identifying the optimal object location 𝑃∗

𝑙
, we next aim

to update the remaining parameters, so that we can derive
the adversarial objects to achieve the attack goal. To solve
this problem, we propose to alternatively update the remain-
ing parameters {𝑃𝑜 , 𝑃𝑐 , 𝑃𝑠 , 𝑁 } until the convergence criterion
is satisfied. When updating {𝑃𝑜 , 𝑃𝑐 } and fixing {𝑁, 𝑃𝑠 }, we
can remove the 𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) and the corresponding con-
straint since {𝑃𝑜 , 𝑃𝑐 } has little impact on LiDAR perception
according to Table 1, so that the objective function becomes
differentiable. In addition, since 𝑁 is fixed, the constraints
are also differentiable. Thus, gradient descent algorithm can
be used to update {𝑃𝑜 , 𝑃𝑐 }.
The initial object number 𝑁 0 and size 𝑃0

𝑠 of the objects
are usually predefined as relatively large values, which
can be larger than needed, i.e., some objects or parts of
the objects may not be necessary for achieving the attack
goal. Thus, to minimize 𝛼𝑁 + 𝛽𝐿𝑎𝑟𝑒𝑎 , we propose to re-
move these redundant objects or parts of the objects, which
have little contribution to the success of the attack. This
can minimize 𝛼𝑁 + 𝛽𝐿𝑎𝑟𝑒𝑎 without hurting the value of
𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) + 𝑀𝑟𝑎𝑑𝑎𝑟 (𝑋𝑟𝑎𝑑𝑎𝑟 ) + 𝑀𝑐𝑎𝑚𝑒𝑟𝑎 (𝑋𝑐𝑎𝑚𝑒𝑟𝑎) signif-
icantly. We first divide each object into 0.025𝑚 ∗ 0.025𝑚
grids, and define a set of importance scores {𝑤𝑙

𝑑
,𝑤𝑐

𝑑
,𝑤𝑟

𝑑
} for

each grid 𝑑 to measure its contribution on attacking LiDAR,
camera, and radar, respectively. For camera and radar per-
ception, the importance score of each grid can be measured
using the a similar method as that in Section 5.3. Specifically,
the importance score 𝑤𝑐

𝑑
of grid 𝑑 for camera can be mea-

sured by the summation of gradients of the pixels within
the grid in image plane. The importance score 𝑤𝑟

𝑑
of grid

𝑑 for radar can be measured by the summation of values
of pixels that are within the grid 𝑑 in the radar heatmap.
For LiDAR perception, to measure the importance score
of each grid, we adopt the idea in [87] and randomly re-
move some grids to calculate the change of output detec-
tion confidence in LiDAR perception model for 𝐿 iterations.
The importance score �̄�𝑙

𝑑
of grid 𝑑 is defined as the aver-

age value of {𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) − 𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 − 𝑋 (𝐷𝑖 )) |𝑑 ∈
𝐷𝑖 , 𝑖 = 1, 2, ..., 𝐿}, where 𝑋𝑙𝑖𝑑𝑎𝑟 − 𝑋 (𝐷𝑖 ) is the LiDAR point
clouds after removing the points 𝑋 (𝐷𝑖 ) generate by the
grids 𝐷𝑖 . In addition, we also remove each object 𝑛 and cal-
culate �̂�𝑙

𝑑
= 𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 ) − 𝑀𝑙𝑖𝑑𝑎𝑟 (𝑋𝑙𝑖𝑑𝑎𝑟 − 𝑋 (𝑛)), where

𝑋𝑙𝑖𝑑𝑎𝑟 − 𝑋 (𝑛) is the LiDAR point clouds after removing the
object 𝑛 and 𝑑 belongs to object 𝑛. The importance score of
each grid on LiDAR 𝑑 is defined as𝑤𝑙

𝑑
= �̄�𝑙

𝑑
∗ �̂�𝑙

𝑑
. The final

importance score𝑤𝑑 of each grid 𝑑 is the summation of the
scores on each sensor after applying Softmax operations. The
grids that have smaller value of𝑤𝑑 have smaller contribution
on the attack. Based on the calculated𝑤𝑑 values, we remove
the grids whose𝑤𝑑 values are smaller than a threshold. The
remaining grids are clustered using Density-Based Spatial
Clustering of Applications with Noise (DBSCAN) algorithm
to generate the new adversarial objects. The number of the
updated objects after this step is the number of the remain-
ing clusters. The sizes of the updated adversarial objects are
the sizes (height and width) of the remaining clusters.

5.5 Generalizability and Robustness
Attack other types of fusion. Besides decision-level fu-
sion, the proposed attack framework can be easily adapted
to attack other types of sensor fusion systems, including
feature-level and cascaded fusion. According to Figure 2, in
feature-level and cascaded fusion, the outputs of individual
perception models do not contain the detection confidence,
and only the fusion models can output detection confidences.
Thus, to generate the adversarial objects that can be used to
attack these types of fusion systems, we replace detection
confidences𝑀𝑙𝑖𝑑𝑎𝑟 (),𝑀𝑐𝑎𝑚𝑒𝑟𝑎 (), and𝑀𝑟𝑎𝑑𝑎𝑟 () of individual
perceptionmodels in Eq (1) and Eq (2) with the final detection
confidence𝑀 () of the fusion model.

Continuous and robust attack. To achieve continuous
and robust attack when the victim AV drives towards the
target vehicle, the attacker first simulates various possible
conditions in the selected scene/road such as various ap-
proaching distances between the two vehicles. The attacker
then generates the parameters of the adversarial objects by
summing the objective values in Eq. (1) for all the simulated
conditions. To improve the attack robustness against the im-
precise placement of adversarial objects caused by position-
ing errors of drones, random perturbations on the locations
and orientations of the adversarial objects are added during
the optimization process. In this way, the target vehicle can
be continuously hidden under various driving conditions,
even when the objects are not placed with high precision.

6 REAL-WORLD EXPERIMENTS
6.1 Experimental Setup
Real-world testbed. To evaluate the proposed attacks in the
physical world, we use a Lincoln MKZ (shown in Figure 5) as
the autonomous vehicle testbed. AVelodyne VLP-32C LiDAR,
an Allied Vision Mako G-319 camera, and a TI AWR1843
radar are mounted on the AV testbed. The radar is operated
in 77GHz, which is the same as that in existing AVs [3]. As
shown in Figure 5, the victim AV drives towards the target
vehicle (black Honda sedan) when we evaluate the proposed
attacks.
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Figure 5: The real-world testbed.

Model and attack settings. We consider a victim multi-
sensor fusion system that is equipped with three types of
sensors ( LiDAR, camera, and radar) and adopts the decision-
level fusion, which is commonly used in existing autonomous
driving platforms such as Autoware [2] and Baidu Apollo [3].
Specifically, the camera perception model is YOLO-v3, and
the LiDAR perception model is PointPillars, which are state-
of-the-art perception models used in Autoware and Baidu
Apollo. The radar perception model is the same as that de-
scribed in Section 2, which is commonly adopted in existing
autonomous driving systems. The goal of the attacker is to
hide the target vehicle from themulti-sensor fusion system as
the victim AV drives forwards. Specifically, the attacker aims
to simultaneously hide the target vehicle from the perception
models of LiDAR, camera and radar, so that the fusion sys-
tem can not detect the target vehicle no matter what fusion
algorithm it uses.
According to the attack pipeline discussed in Section 4,

we simulate various driving conditions, based on which we
obtain the surrogate LiDAR and camera data and simulate
the 3D mesh of the target vehicle. The function 𝑇𝑙𝑖𝑑𝑎𝑟 (),
𝑇𝑐𝑎𝑚𝑒𝑟𝑎 () and 𝑇𝑟𝑎𝑑𝑎𝑟 () are built upon these surrogate data
and 3D meshes. For 𝑇𝑐𝑎𝑚𝑒𝑟𝑎 (), we also consider the color
distortion of the printers and cameras in the physical world
using the method in [77]. In addition, the initial object num-
ber 𝑁 0 is set to 3, and the initial size 𝑃0

𝑠 of each object is set
to 0.5𝑚 (both initial width and height of the object are set to
0.5𝑚). Please note that 𝑁 0 and 𝑃0

𝑠 are hyper parameters for
the proposed attack algorithm.

Evaluation metrics. We measure the detection Recall of
LiDAR, camera, and radar perception models (i.e., the per-
centage of the sensory data frames where the target vehicle
is successfully detected by the individual sensor) before and
after attacks. We also measure the final detection Recall af-
ter fusion. Specifically, we consider a strict criteria where
the vehicle is detected by the sensor fusion system if it is
detected by any perception models. We define the Attack Suc-
cess Rate (ASR) as the percentage of the sensory data frames
where the target vehicle is not detected by any perception
models. Here, the sensory data frames contain the LiDAR
point cloud, camera image, and mmWave signals collected
at each timestamp. Finally, we evaluate the consequences of
the attack on a state-of-the-art autonomous driving platform

Figure 6: Attacks in the physical world.

Figure 7: Attack consequence.
to demonstrate the safety threats caused by the proposed
attacks.

6.2 Attack Performance and Consequence
Attack performance. In our experiments, we consider two
scenes, which are shown in the first column of Figure 6. Be-
fore the attack, we drive the victim AV towards the target
vehicle from 30𝑚 to 5𝑚 and collect a sequence of data frames.
Then we repeat this process multiple times in each scene.
Overall, we collected 343 frames, and the detection Recalls
for LiDAR, camera, and radar perception are 0.97, 0.99, and
1.00, respectively. We generate the adversarial objects using
the proposed attack algorithm. The total area of the two
objects in the first scene is 0.25𝑚2. The {𝑤,ℎ} (width and
height) of the two objects is {0.5𝑚, 0.3𝑚} and {0.4𝑚, 0.25𝑚},
respectively. The total area of objects in the second scene is
0.26𝑚2. The {width, height} of two objects are {0.5𝑚, 0.3𝑚}
and {0.4𝑚, 0.275𝑚}, respectively. Two drones (a DJI Phantom
4 Pro and a DJI Mavic Pro) are used to carry the two objects
to hover around the derived locations with the derived orien-
tations. The second column of Figure 6 shows the locations
of the derived adversarial objects in BEV of LiDAR point
clouds. During the attack, we collect 351 frames, and the
detection Recalls for LiDAR, camera and radar perception
is 0.04, 0.07 and 0, respectively. The final detection Recall
after fusion is 0.1, and the ASR is 90%. We can see that the
two adversarial objects are enough to hide the target vehicle
from the sensor fusion system in the two scenes.

Attack consequence. We also evaluate the attack conse-
quences on an open-sourced autonomous driving platform,
Baidu Apollo, to demonstrate the potential safety threat that
may caused by the attack. We select the attack scenes shown

444



ACM MobiCom ’24, September 30-October 4, 2024, Washington D.C., DC, USA Zhu et al.

Table 2: Performance w.r.t. distance
Distance (𝑚) 30-25 25-20 20-15 15-10 10-5

Recall-LiDAR 0.00 0.00 0.00 0.05 0.09
Recall-camera 0.00 0.00 0.00 0.00 0.16
Recall-radar 0.00 0.00 0.00 0.00 0.0
Recall-fusion 0.00 0.00 0.00 0.05 0.24

in Figure 6 and evaluate the driving behavior of the victim
AV during the attack through Baidu Apollo. Specifically, we
feed the generated perception results into Baidu Apollo and
evaluate the output of its planning module. As shown in
Figure 7, without the attack, the victim AV successfully stops
at 8𝑚 before the target vehicle. After the attack, the victim
AV collides with the target vehicle in both of the two scenes.

The reasons for collisions can be described as follows.
On one hand, our investigation shows that, as the victim
AV drives towards the target vehicle, the target vehicle can
be detected only when their distance are close enough. To
demonstrate this point, we divide the collected data frames
into different groups according to the distance between the
victim AV and the target. Table 2 summarizes the average
detection Recall in different groups. We can see that the
target vehicle is completely hidden by the attack when their
distance is larger than 15𝑚 and have high probability (95%)
of being hidden when the distance is larger than 10𝑚. In real
driving scenarios, 10𝑚 is close enough to cause collisions
because it can be shorter than the victim AV’s minimum
braking distance [30]. On the other hand, even when the
victim AV drives close to the target vehicle, the target vehicle
is detected sporadically only in a few frames. This sporadic
detection may be ignored as false alarms by the tracking
modules in the victim AV. According to existing tracking
algorithms, a valid detection requires an object to be detected
multiple times in a given time window (adopted in Baidu
Apollo and Autoware [2, 3]). In existing autonomous driving
systems [2, 3], the time window is usually set to a small value
to help eliminate false alarms and to avoid vehicle freezing
or frequent braking behaviors. Thus, the sporadic detection
in only a few frames will not be considered valid, which
makes the succeeding planning module not able to avoid the
collision.

6.3 Attack Robustness
Stability of drones.When using drones to carry the objects,
precisely placing the objects at the derived locations with
the derived orientation could be challenging. To study the
effect of imprecise placement of the objects, we perturb the
locations and orientations of the objects to different values in
the physical world. We randomly perturb the locations to dif-
ferent values ranging from 0.05m to 0.5m. Also, we randomly
perturb the orientations to different values ranging from 0◦
to 30◦. Figure 8 shows the attack performance with respect

(a) Location error (b) Orientation error

Figure 8: Impact of imprecise placement.

to different perturbation values. We can find that the detec-
tion Recall is still around 0.1 (ASR is 90%) when the location
error is 0.15𝑚 and orientation error is 12◦. This is because we
consider these errors in our attack framework as discussed
in Section 5.5. With control algorithms and various sensors
such as IMU, camera and ultrasound sensors, the drones in
our experiments can stably hover at the desired positions
with an average location error of 0.1𝑚 and orientation error
of 5◦. Moreover, empowered by Real-time kinematic (RTK)
positioning systems or other advanced drone localization
techniques [7, 23, 25, 44, 48, 72, 75, 84], the industrial-level
drones can be controlled with centimeter-level accuracy (e.g.,
the control accuracy of DJI Matrice 300 RTK [5] equipped
with D-RTK 2 mobile station [4] can be up to 1𝑐𝑚). How-
ever, using industrial-level drones to launch the attack is
very expensive (e.g., the DJI Matrice 300 RTK and D-RTK
2 mobile station costs $17,300). And using these expensive
drones is not necessary. The control accuracy of most recre-
ational drones is enough to achieve the attack goal, due to the
robustness of the attack to location and orientation errors.
Driving direction of the victim AV. In practice, the

victim AV may not drive exactly behind the target vehicle.
For example, the victim AV may drive on the left/right side
behind the target vehicle. To evaluate this effect, we drive
the victim AV on the left side, right side, and exactly behind
the target vehicle. The average Recall after the attack is 0.12,
0.09 and 0.09, respectively. We can find that the objects can
achieve similar performance due to the consideration of vari-
ous driving conditions in the attack framework (Section 5.5).
Passing-by vehicles.When launching the attack, there

might be some other vehicles passing by the target. To study
this effect, we perform the same attacks in Figure 6 when
there is another vehicle passing by.We found that the average
detection recall after the attack is still 0.11. This shows that
the passing-by vehicles has little effect on the attacks.
Speed of the victim AV. The victim AV may drive to-

wards the target vehicle in different speed. To study the effect
of different speed, we evaluate attack performance when the
victim AV’s speed is 5mph, 10mph, 15mph, and 20mph. The
average Recalls after the attack are 0.10, 0.08, 0.11, and 0.07,
respectively. Thus, the speed of the vehicle has little impact
on the attack. This is because the perception system collects
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the data and detects the objects at each timestamp indepen-
dently. The speed has no impact on the collected data and
the detection results.

6.4 Alternative Object Carriers
What we proposed in this paper is a general attack frame-
work which can optimize the number, locations, orientations,
sizes and color patterns of the adversarial objects. The pro-
posed attack framework does not rely on specific object
carriers such as drones. Here we explore alternative carriers
for the adversarial objects. Specifically, our proposed adver-
sarial objects can be camouflaged as car advertisements and
mounted on the target vehicle. To demonstrate the feasibility
of this object carrier, we perform the attack in the scenario
shown in Figure 9. We use the proposed attack framework
to optimize the number, sizes, locations, orientations, and
color patterns of the adversarial objects. To ensure that the
objects adhere properly to the target vehicle, their locations
are restricted to the vehicle’s surface during the optimization
process. Figure 9 shows the generated adversarial objects.
The lower object is camouflaged as an advertisement poster
stuck on the target vehicle. The upper object is camouflaged
as a part of the car roof sign, which is mounted on the target
vehicle using a roof rack.We evaluate the attack performance
using our Lincoln MKZ AV testbed. Before the attack, we
drive the victim AV towards the target vehicle from 30𝑚 to
5𝑚 and collect a sequence of data frames, which is the same
evaluation procedure as that of the drone-assisted attacks
(Section 6.2). Overall, the victim AV collect 161 frames, and
the detection recalls for LiDAR, camera and radar are 0.92,
1.00 and 1.00, respectively. After the attack, the victim AV
collect 138 frames, and the detection recalls for LiDAR, cam-
era and radar are reduced to 0.06, 0.01 and 0.00, respectively.
The results demonstrate the effectiveness of using this object
carrier to launch the attack.

7 EXPERIMENTS ON A PUBLIC DATASET
7.1 Experimental Setup
To further demonstrate the effectiveness of the proposed at-
tacks, we also evaluate them on the public KITTI dataset [24].
In our experiments, we randomly sample 100 scenes from
this dataset. In each sampled scene, we randomly select one
vehicle in front of the victim AV as the target vehicle. The
radar signals are generated by converting the point cloud
into meshes and using the simulation method in [78]. We
then generate the adversarial objects for each sampled scene
using the proposed attack framework. The model and attack
settings as well as evaluation metrics are the same as that in
real-world experiments.

Figure 9: Attack using car signs.

7.2 Comparison to Baselines
We compare the proposed attack with a baseline developed
in [70] whose goal is to hide the target vehicle from the
camera-LiDAR fusion system. This baselinemethod proposes
to place a 3D printed object on the roof top of a vehicle. We
denote this baseline as PhyObj. Table 3 shows the attack
performance of our proposed attack AdvBoard and PhyObj.
We can see that PhyObj achieves the best performance on at-
tacking camera perception. However, the performance of our
proposed attack on attacking LiDAR performance is better
than that of PhyObj. This is because PhyObj fixes the loca-
tion of the adversarial object and only optimizes the object’s
shape, while our attack mainly optimizes the locations of the
objects. For LiDAR perception, the locations of the injected
objects have much larger impact on its perception results,
compared with the shapes of objects. This shows that ma-
nipulating the locations of adversarial objects is a stronger
attack vector than manipulating their shapes. In addition,
PhyObj cannot affect radar perception. Thus, it cannot be
used to attack the fusion system that involves radar.

Table 3: Comparison to baselines
Detection recall

Method L C R F ASR Avg N 𝐿𝑎𝑟𝑒𝑎 (𝑚2)

PhyObj 0.51 0.01 1.00 1.00 0% - -

AdvBoard-GA 0.33 0.21 0.35 0.66 34% 2.27 0.18
AdvBoard-RandLoc 0.93 0.45 0.88 0.99 1% 2.95 0.22

AdvBoard 0.02 0.03 0.01 0.06 94% 2.41 0.21

To demonstrate the effectiveness of the proposed optimiza-
tion framework, we also use different methods to generate
the parameters of the proposed adversarial objects and eval-
uate their performance. Genetic algorithm has been proved
to be effective in generating adversarial examples when gra-
dient information is not available [8, 71]. Thus, we use the
genetic algorithm [8] to directly optimize the parameters in
Eq (1), which is referred to as AdvBoard-GA. In addition, to
demonstrate the effectiveness of the proposed two-step opti-
mization design and the importance of the location probing
step, we randomly generate the object locations 𝑃∗

𝑙
and al-

ternatively update other parameters using the same method
in Section 5.4, which is referred to as AdvBoard-RandLoc.
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Table 4: Performance on different fusion systems
Model Sensors Type Recall Avg 𝑁 𝐿𝑎𝑟𝑒𝑎 (𝑚2)

BEVFusion C+L feature 1.00 / 0.08 2.21 0.21
CRFNet C+R feature 1.00 / 0.04 2.65 0.22
Radarnet L+R feature 1.00 / 0.02 2.35 0.20
LFusion C+R feature 1.00 / 0.00 2.77 0.24
RRPN C+R cascaded 1.00 / 0.00 2.58 0.21

HD-FPNet C+L+R cascaded 1.00 / 0.10 2.62 0.22

Table 3 summarizes the attack performance of these baseline
methods. We can see that AdvBoard achieves better perfor-
mance than AdvBoard-GA and AdvBoard-RandLoc, which
demonstrates the advantage of our proposed framework.

7.3 Attacks on different sensor fusion
systems

As discussed in Section 5.5, besides decision-level fusion, the
proposed attack framework can also be applied to feature-
level and cascaded fusion. In this section, we evaluate the at-
tack performance on more state-of-the-art sensor fusion sys-
tems. For feature-level fusion, we consider BEVFusion [43],
CRFNet [49], LFusion [34], and Radarnet [79]. For cascaded
fusion, we consider RRPN [46] and HD-FPNet [74]. The at-
tack scenes are the same as that in Table 3. 𝑁 0 and 𝑃0

𝑠 is set
to 3 and 0.5𝑚, respectively. Table 4 summarizes the adopted
sensors (C, L, and R represents camera, LiDAR and radar, re-
spectively), as well as the attack performance on these fusion
systems. The detection Recalls without attack (the left part
in the Recall column) are 1.0 for all fusion systems. After the
attack, their detection Recalls (the right part in the Recall
column) are significantly reduced, which demonstrates the
generalizability of the proposed framework.

8 VULNERABILITY ANALYSIS OF SENSOR
FUSION SYSTEMS

In this section, we propose a vulnerability analysis frame-
work that can estimate how important role a sensor play in
the fusion system. According to Table 1 and the proposed
attack framework in Section 5, updating the color pattern
𝑃𝑐 mainly changes the outputs of camera perception, updat-
ing the object orientations 𝑃𝑜 mainly changes the outputs
of radar perception, and updating the object locations 𝑃𝑙
mainly changes the outputs of LiDAR perception. By indi-
vidually updating each parameter of {𝑃𝑙 , 𝑃𝑜 , 𝑃𝑐 } in the attack
framework, we can separately manipulate the outputs of
the LiDAR, radar and camera perception models, respec-
tively, and study its impact on sensor fusion by evaluating
the changes of the final detection confidence after fusion.
The analysis framework works as follows: we first randomly
select some scenes and target vehicles from public datasets or
our collected real-world data. Then we perform the proposed
attack framework to update the locations 𝑃𝑙 , orientations 𝑃𝑜 ,

Table 5: Vulnerability analysis on sensor fusion
Model Type �̃�𝑙𝑖𝑑𝑎𝑟 �̃�𝑐𝑎𝑚 �̃�𝑟𝑎𝑑𝑎𝑟

WBFusion decision 0.37 0.35 0.28
BEVFusion feature 0.81 0.19 0.00
CRFNet feature 0.0 0.77 0.23
Radarnet feature 0.90 0.00 0.10
LFusion feature 0.00 0.31 0.69
RRPN cascaded 0.00 0.01 0.99

HD-FPNet cascaded 0.19 0.72 0.09

and color pattern 𝑃𝑐 . For each selected scene, we record the
maximum changes of the final detection confidences after fu-
sion, i.e.,𝑉𝑙𝑖𝑑𝑎𝑟 ,𝑉𝑟𝑎𝑑𝑎𝑟 and𝑉𝑐𝑎𝑚𝑒𝑟𝑎 , when updating 𝑃𝑙 , 𝑃𝑜 and
𝑃𝑐 , respectively. The final values of {�̃�𝑙𝑖𝑑𝑎𝑟 , �̃�𝑟𝑎𝑑𝑎𝑟 , �̃�𝑐𝑎𝑚𝑒𝑟𝑎}
are obtained by performing a standard normalization on
{𝑉𝑙𝑖𝑑𝑎𝑟 ,𝑉𝑟𝑎𝑑𝑎𝑟 ,𝑉𝑐𝑎𝑚𝑒𝑟𝑎} for each scene and then taking the
average values for all the scenes. {�̃�𝑙𝑖𝑑𝑎𝑟 , �̃�𝑟𝑎𝑑𝑎𝑟 , �̃�𝑐𝑎𝑚𝑒𝑟𝑎}mea-
sures the impact of attacking different sensing modalities
on the fusion results, which can be used to estimate the
importance of different sensors on the sensor fusion system.

Table 5 summarizes the values of �̃�𝑙𝑖𝑑𝑎𝑟 , �̃�𝑟𝑎𝑑𝑎𝑟 , and �̃�𝑐𝑎𝑚𝑒𝑟𝑎
for various sensor fusion systems including those in Table 4
andWeighted Box Fusion (WBFusion) [62], which is a widely
adopted decision-level fusion model. We can find that, for
feature-level and cascaded fusion systems, the fusion results
can be significantly affected by attacking a specific sensing
modality. This shows that these sensor fusion systems tend
to rely on a single type of sensor and treat other sensors as
auxiliaries. For the decision-level fusion method WBFusion,
the three sensors are equally important to the sensor fusion
system. Thus, it is more robust than the feature-level and
cascaded fusion systems. Attacking a subset of sensors may
not be able to affect its fusion results. But we can still at-
tackWBFusion by simultaneously attacking all three sensors
using the proposed framework in Section 5.

9 DISCUSSION
Potential defense. According to Section 5.3, the attack goal
is achieved by first determining some important locations
𝑃∗
𝑙
and then placing some adversarial objects around them.

To mitigate the attack, a possible solution is to degrade the
impact of 𝑃∗

𝑙
on the output of sensor fusion and make it diffi-

cult for the attacker to derive those important locations. To
achieve this, we propose to modify the training process of
the sensor fusion system. Specifically, we combine the orig-
inal training loss of the perception model with a new loss,
i.e., 𝐿𝑑𝑒𝑓 =

∑
𝑃𝑙 ∈𝐻 𝑆 (𝑃𝑙 ), where 𝑆 (𝑃𝑙 ) measures the impact

of adding objects to locations 𝑃𝑙 on the perception result. In
practice, we can take the objective function in optimization
problem (2) as 𝑆 (𝑃𝑙 ) because that objective function is also
used to measure the impact of locations 𝑃𝑙 .𝐻 is a location set
that contains the potential important locations required by
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the proposed attack. To obtain 𝐻 , we can randomly sample
some target vehicles from the training data and randomly
probe many sets of locations around each target vehicle.𝐻 is
the union of the probed location sets whose values of 𝑆 () are
larger than a threshold. The workflow of this defense strat-
egy can be described as follows. We first train a perception
model using the original training loss. We randomly sample
50% of the training data in KITTI dataset and select all the
vehicles in these training samples to obtain the location set
𝐻 . In total, we select 6851 vehicles. Then, we retrain the
model by considering the new loss 𝐿𝑑𝑒𝑓 . We apply the pro-
posed defense method to train the same sensor fusion system
described in Section 6.1 and evaluate the attack performance.
Without the attack, the detection Recall after fusion is 1.00.
After the attack, the detection Recall is 0.50 and the ASR is
50%. Compared with the results in Table 3, the perception
model trained with the defense strategy are less vulnerable
to the attack, but the ASR is still high (around 50%).
Stealthiness of drone-assisted attack. In our experi-

ments, we use drones to launch the attacks. In practice, it
is challenging to detect the drones because they only need
to hover for a few seconds and fly away immediately after
the attack. For example, in our experiments, the drones only
need to hover for 2.8𝑠 when the speed of the victim AV is
20𝑚𝑝ℎ. In addition, even if the drones are noticed, it is diffi-
cult to identify if the drones are controlled by attackers or
benign users such as recreational flyers. For example, some
recreational flyers may use drones to hover around their cars
to record videos. Some tethered drones may hover around
the patrol vehicle for surveillance. Moreover, with the deploy-
ment of drone delivery services, the attacker can camouflage
their drones as those used by the delivery company.

10 RELATEDWORK
Prior works have studied the safety and vulnerability of ve-
hicular systems [11, 16, 20, 32, 39, 42, 81], especially the per-
ception systems of AVs. To attack camera perception in AVs,
some works propose to use stickers or painting in special
color [64, 77]. To attack LiDAR perception, [12, 14, 29, 65]
propose to spoof LiDAR by transmitting laser signals to
inject/remove points, and [71, 82, 85, 87] propose to place
some physical objects on/around the target vehicle to hide
the vehicle from the LiDAR perception. To attack radar per-
ception, most existing studies propose to use some spoofing
devices to actively transmit special signals to the victim
radar [15, 35, 47, 66, 73]. However, these attack methods tar-
get on only a single type of sensor, and would not be able to
fool a multi-sensor fusion based AV perception system.
In addition, existing active attacks on radar suffer some

practical challenges when being performed in the real world.
These attacks require sub-nanosecond-level synchronization
between the spoofing devices and the victim radar [15, 35],

or require the devices to be placed at a fixed angle/distance
to the victim radar [47, 66]. So in their experiments, they nor-
mally used a wired link to connect their devices to the victim
radar, or kept the radar and the devices stationary during the
attack. Compared with these attacks, our proposed adversar-
ial objects rely on passive reflection, which can achieve the
attack goal by simply placing the objects in the driving envi-
ronment. Although [17] proposed to use some special radar
absorbing materials to attack radar perception, the adopted
material can only work within a specific radar frequency
range, i.e., 18-40GHz. Today’s mmWave radar perception
systems in AVs usually operate in a much higher frequency,
e.g., the radar used in Baidu Apollo operates in 77 GHz [3].
Compared with this attack, our proposed objects does not
rely on any special material and can work on any mmWave
frequency. This is because the objects leverage the specular
reflection on a metal surface, which is barely affected by the
mmWave frequency. [86] proposes to use some 3D printed
objects to attack deep learning based radar perception mod-
els. However, the radar perception models in existing AVs’
multi-sensor fusion systems do not rely on deep learning.
In contrast to [86], this paper proposes to attack the con-
ventional radar perception models that have been widely
adopted in AVs’ sensor fusion systems.
Although there are a few studies on attacking camera-

LiDAR fusion systems [6, 13, 18, 28, 70], they can not be
used to attack the sensor fusion systems that involve radar,
which is widely adopted in existing AVs [2, 3]. In contrast,
our proposed objects can attack sensor fusion systems that
contain all three types of sensors.

11 CONCLUSION
This paper presents the first study on the vulnerability of
multi-sensor fusion systems incorporating LiDAR, camera,
and radar in autonomous driving. We propose a new type
of adversarial object that can be simultaneously attack the
above three types of sensors. By placing some adversarial
objects at some specific locations and orientations, we can
continuously hide a target vehicle from the victim AV’s per-
ception system. Real world experiments demonstrate the
the attack can be easily achieved by using only two small
objects. We also propose a general framework that can not
only identify vulnerable fusion systems that rely on a subset
(or only one) of sensors but also provide guidance for the
design of robust sensor fusion systems.
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